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ABSTRACT

Using the Regional Ocean Modeling System, this study investigates the simulation uncertainties in the current velocity in
the low-latitude North Pacific where the Kuroshio originates [i.e., the beginning of the Kuroshio (BK)]. The results show that
the simulation uncertainties largely reflect the contributions of wind stress forcing errors, especially zonal wind stress errors,
rather than initial or boundary errors. Using the idea of a nonlinear forcing singular vector, two types of zonal wind stress
errors (but sharing one EOF mode) are identified from error samples derived from reanalysis data as having the potential
to yield large simulation uncertainties. The type-1 error possesses a pattern with positive anomalies covering the two zonal
bands of 0°~15°N and 25°—40°N in the Pacific Ocean, with negative anomalies appearing between these two bands; while the
type-2 error is almost opposite to the type-1 error. The simulation uncertainties induced by the type-1 and —2 errors consist of
both large-scale circulation errors controlled by a mechanism similar to the Sverdrup relation and mesoscale eddy-like errors
generated by baroclinic instability. The type-1 and —2 errors suggest two areas: one is located between the western boundary
and the meridional 130°E along 15°-20°N, and the other is located between 140°—~150°E and along 15°—20°N. The reduction
of errors over these two areas can greatly improve the simulation accuracy of the current velocity at BK. These two areas

represent sensitive areas for targeted observations associated with the simulation of the current velocity at BK.
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Article Highlights:

o Identification of errors that significantly disturb the current velocity at the beginning of the Kuroshio (BK).
e Explanation of the mechanisms for the evolution of the errors.
e Determination of possible sensitive area for targeted observations for simulation at BK.

1. Introduction

The Northern Equatorial Current bifurcates into the
southward-flowing Mindanao Current and the northward-
flowing Kuroshio Current after encountering the Philippine
coast. The Kuroshio Current flows northward along Luzon
Island, Taiwan Island, and the southern coast of Japan before
finally turning to the east at approximately 35°N and merging
with the North Pacific Subtropical Gyre as the Kuroshio Ex-
tension. The Kuroshio Current is the western boundary cur-
rent of the North Pacific Subtropical Gyre and transports sea-
water from the tropics to the subtropics (Latif and Barnett,
1994; Macdonald and Wunsch, 1996; Centurioni et al., 2004;
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Zhai et al., 2014; Li et al., 2017). By exchanging heat and
moisture with the atmosphere, the Kuroshio Current influ-
ences local and even global weather and climate; it may thus
represent a precursory signal of weather and climate anoma-
lies (Zhao and McBean, 1986; McCreary and Lu, 1994; Gu
and Philander, 1997; Hu et al., 2015). In addition, when the
Kuroshio Current passes by marginal seas such as the South
China Sea and the East China Sea, it experiences momentum,
heat and mass exchanges (Du et al., 2013; Nan et al., 2016;
Li et al., 2017; Xiao et al., 2018). In particular, the Kuroshio
Current intrudes into the South China Sea and takes differ-
ent intrusion paths between Luzon Island and Taiwan Island
(Nitani, 1972; Fang et al., 1998), which makes important con-
tributions to the oceanic circulation, thermal field and ocean
environment in the South China Sea (Qu et al., 2004; Nan et
al., 2011; Du et al., 2013).
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The region from east Luzon Island to east Taiwan Island
was defined as the “beginning of the Kuroshio” (BK) by Ni-
tani (1972). The current velocity at BK, especially the current
velocity in the region where the Kuroshio Current originates,
i.e., east of Luzon Island near 18°N, influences the differ-
ent paths of Kuroshio Current intrusion into the South China
Sea (Sheremet and Kuehl, 2007; Nan et al., 2011). Moreover,
the annual mean value of the meridional heat transport in the
Pacific peaks at approximately 18°N (Trenberth and Caron,
2001; Wunsch, 2005), and most of the poleward transport is
contributed by the Kuroshio Current (Hu et al., 2015). As re-
viewed above, the velocity of the western boundary current
east of Luzon Island at 18°N is important and is marked in
Fig. 1. Therefore, it is of concern in the present study, and we
refer to it as a representative of the current velocity at BK.

Considering the importance of the current velocity at
BK, field observations have been conducted there. Previ-
ously, observations were only conducted using the discon-
tinuous shipboard acoustic Doppler current profiler (Kashino
et al., 2009) or indirect calculations using conductivity—
temperature—depth data (Hu and Cui, 1991). Hu et al. (2013)
deployed the acoustic Doppler current profile to conduct con-
tinuous observations of the velocity structure of the Kuroshio
Current near BK from November 2010 to July 2011. Lien
et al. (2014) observed the velocity of the Kuroshio Cur-
rent near BK and focused on the influence of mesoscale ed-
dies on Kuroshio Current transport from June 2012 to June
2013. More continuous observations were obtained by dif-
ferent platforms in the Origins of Kuroshio and Mindanao
Currents project, which is part of a US-Taiwan collaborative
field program referred to as the Origins of Kuroshio and Min-
danao Currents/Observation of Kuroshio Transports and their
Variability (Rudnick et al., 2011; Jan et al., 2015). The obser-
vations at BK indicate that the northward-flowing Kuroshio
Current is in the upper 500 m; meanwhile, a southward cur-
rent, named the Luzon Undercurrent (Hu and Cui, 1991; Hu
et al., 2013; Lien et al., 2015), occurs beneath it. Further-
more, it has been shown that the variability of Kuroshio Cur-
rent transport at BK occurs on intraseasonal to interannual
time scales, with seasonal variability being dominant (Qiu
and Lukas, 1996; Kim et al., 2004).

Current numerical models can simulate the essential fea-
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tures of the Kuroshio Current at BK, including the velocity
structure and variability of the Kuroshio Current transport.
However, there are still notable differences between simula-
tions and observations, particularly in terms of the current
velocity (Lien et al., 2015). Hu et al. (2015) demonstrated
that the poor simulation accuracy of the Kuroshio Current is
ascribed to the low topographic resolution and the lack of ob-
servations associated with the Kuroshio Current. In addition,
it is known that the available current observations are not suf-
ficient for ocean models to simulate the ocean; therefore, re-
analysis datasets, which do not exactly match the true state of
the ocean, are often employed to derive the initial, boundary
and forcing fields of a simulation. These fields, when derived
from reanalysis data, obviously contain errors and will cause
simulation uncertainties. Fujii et al. (2008) indicated that the
initial error has an important effect on the prediction or simu-
lation of the Kuroshio Current. Wang et al. (2013) and Zhang
et al. (2016) also emphasized the prediction or simulation un-
certainties in the Kuroshio Current induced by initial errors
but from the perspective of initial error growth; specifically,
they suggested that there are initial errors that have a particu-
lar structure and most perturb the prediction or simulation of
the Kuroshio Current, which induce large prediction or simu-
lation uncertainties. Zhang et al. (2017) demonstrated that by
deploying “targeted observation” in the area where the most
perturbing initial errors have large values, the prediction or
simulation of the Kuroshio Current can be significantly im-
proved [also see Zou et al. (2016)].

This so-called targeted observation method is a relatively
new observational strategy that was developed in the 1990s.
Its general idea is as follows: to better predict an event at a fu-
ture time #; (verification time) in a focused area (verification
area), additional observations are deployed at a future time
1, (target time, 7, < #1) in some special areas (sensitive areas)
where additional observations are expected to contribute to
reducing the prediction errors in the verification area (Mu,
2013). These additional observations can be assimilated by a
data assimilation system to form a more reliable initial state,
which is then supplied to the model to obtain a more accurate
prediction or simulation [see Fig. 1 in Majumdar (2016) for a
schematic example for targeted observation].

Generally, targeted observation is used to decrease the
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Fig. 1. Topography of the model domain (units: m). The red line pointed to by the red
arrow is the section located at (18°N, 122°~124°E), which represents the beginning of the

Kuroshio (BK).
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initial error and then greatly improve the prediction or sim-
ulation of the concerned events (Duan and Hu, 2016; Zou et
al., 2016; Tao et al., 2017; Zhang et al., 2017). Nevertheless,
when we simulate the current velocity at BK with a regional
ocean model, reanalysis error appears in not only initial fields
but also boundary and forcing fields. If the components of
the boundary or forcing fields have a greater influence on the
simulation than the components of the initial fields, it is nec-
essary to extend the targeted observation to reduce the bound-
ary and forcing errors. The key to targeted observation is to
determine the sensitive area. According to previous studies
(Duan and Hu, 2016; Zou et al., 2016; Tao et al., 2017; Zhang
et al., 2017), the patterns of the most disturbing errors can
provide clues to the identification of the sensitive area. These
studies implied that the regions where the most disturbing er-
rors show large values or where the prediction errors come
from are potential sensitive areas. Thus, if we intend to ex-
tend the targeted observation to decrease the boundary and
forcing errors, it is important to identify the most disturbing
errors in boundary and forcing fields. Wang and Mu (2015)
suggested that the most disturbing errors in boundary fields
can be obtained by an extension of conditional nonlinear op-
timal perturbation. Duan and Zhou (2013) proposed the non-
linear forcing singular vector (NFSV) approach to obtain the
most disturbing errors in forcing fields. Obviously, if bound-
ary and/or forcing field errors are more important than initial
errors for yielding simulation uncertainties, we can use the
ideas of these two approaches to identify the most disturb-
ing errors and then determine the sensitive area for targeted
observation associated with boundary and/or forcing fields.

The above discussions naturally motivate us to consider
the following questions: (1) Which one influences more sig-
nificantly the simulation accuracy of the current velocity at
BK among reanalysis errors in the initial fields, boundary
fields or external forcing fields? (2) What are the most dis-
turbing errors associated with the simulation uncertainties in
the current velocity at BK? (3) What is responsible for the
mechanism of the simulation uncertainties caused by these
most disturbing errors? (4) What are the implications of these
most disturbing errors for targeted observations associated
with simulation of the current velocity at BK? The answers
to these questions may help improve the simulation accuracy
of the Kuroshio Current at BK.

The rest of this paper is organized as follows. The ap-
proach adopted to identify the most disturbing errors is de-
scribed in section 2. The model configuration and data used
in our study are presented in section 3. The performance of
the model for the North Pacific and the BK is examined in
section 4. Then, we investigate the simulation uncertainties
in the current velocity at BK induced by initial, boundary and
forcing errors in section 5 and the most disturbing errors in
section 6. We further provide a possible mechanism responsi-
ble for the growth of the simulation error induced by the most
disturbing error in section 7 and analyze the implications of
the most disturbing errors in improving the simulation accu-
racy of the current velocity at BK in section 8. Finally, we
present conclusions and a discussion in section 9.
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2. NFSYV approach

As mentioned in the introduction, the present study in-
tends to explore the dominant error source of the simulation
uncertainties in the current velocity at BK and identifies the
most disturbing error to determine the sensitive areas for tar-
geted observations associated with the simulation of current
velocity at BK. In fact, among initial, boundary and forcing
errors, zonal wind stress forcing errors are found to be the
most important error source of the simulation uncertainties
at BK (see section 5). Therefore, it is necessary to preferen-
tially reduce errors in the zonal wind stress reanalysis data
by identifying the most disturbing zonal wind stress forcing
errors and exploring the corresponding targeted observations.
To obtain the most disturbing wind stress forcing errors, it is
reasonable to adopt the idea of the NFSV approach.

The NFSV approach is used to determine the forcing (or
tendency) errors that lead to the largest prediction uncertain-
ties in a nonlinear model (Duan and Zhou, 2013), which
represent the most disturbing forcing errors. Using this ap-
proach, Duan and Zhao (2015) identified the most disturbing
forcing error that causes significantly large prediction errors
for El Nifio events and demonstrated the applicability of the
NFSV approach to reveal the most disturbing forcing errors.
Next, we briefly describe the idea of the NFSV approach.

After denoting the state vector as B, which represents the
state variable of concern, we write the evolution equation of
B as follows:

OB
v F(B(s,1)) , 0
B|t:O = Bo s

where B(s,t) = [Bi(s,1),By(s,1),--,B,(s,1)]; By is the ini-
tial state; (s,7) € Qx[0,7T], in which Q is a domain in R”;
s =(s1,82,+,8,); tis time and T < +o0; and F is a nonlin-
ear operator. If the operator M7 is the propagator of Eq. (1),
which “propagates” the state vector from an initial time to a
future time 7', we can write the solution to Eq. (1) as follows:

@

Equation (1) describes the evolution of a dynamic system
without considering errors. In realistic predictions or simu-
lations, both initial and model errors are inevitable. Denoting
the state vector error as b, its initial error as by and the model
error as the constant tendency error vector &(s), the forecast
model of Eq. (1) is given as

o(B+b)
ot
B+b|,:() = Bo + b()

B(s,T) = M7(By) .

=F(B+b)+é&(s) 3)

We use M7, to denote the propagator of Eq. (3). When
&(s) =0, M7, is the same as My in Eq. (2). Thus, Eq. (3)
can be written as

M1 (Bo+bo) = B(s,T) + by (s,T), “)

in which B(s,T) = M7,0(Bo) = M7(Byp). It can easily be de-
rived that b[’s(S,T) = MT’S(B() + by) — Mp(By), which de-
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scribes the prediction (or simulation) error caused by the ini-
tial and tendency errors. Without the influence of the initial
error, the prediction (or simulation) errors are only caused
by the tendency error and can be rewritten as bg(s,T) =
Mt £(Bo)— M7(Bo).

Using these denotations, the NFSV g, can be obtained by

J (&) = max| g, <. J (&) , (5)

where the objective function J describes the prediction (or
simulation) error and has the following form:

J(&) =|M7,6(Bo) — M7(Bo)lc - (6)

In Egs. (5) and (6), || ||, and || -|| are two norms and the letters
“a” and “c” indicates the norms are different. The prediction
error J is measured by the norm || - ||, and the tendency error
€ is measured by the norm || - ||;, where the magnitude of € is
constrained by a positive number u. Of course, this constraint
can be given according to the physical problem of investiga-
tion.

3. Model configuration and data

The numerical model used in this study is the Regional
Ocean Modeling System (ROMS), which was developed by
Rutgers University and the University of California, Los
Angeles. ROMS is a free-surface primitive equation ocean
model with a terrain-following coordinate system and a hor-
izontal generalized orthogonal curvilinear coordinate system
(Haidvogel et al., 2000; Shchepetkin and McWilliams, 2003).
This model includes various options to address model capa-
bilities (Shchepetkin and McWilliams, 2005). These options
include advection schemes with the options of second- and
fourth-order centered differences and third-order, upstream-
biased; a horizontal mixing process with the options of har-
monic and biharmonic parameterizations; and vertical mixing
with the options of Generic Length Scale mixing, Mellor—
Yamada and K-profile parameterizations. Due to these flexi-
ble options, ROMS has been widely applied in oceanography
studies to investigate basin-scale ocean circulation (Haidvo-
gel et al., 2000, 2008), medium-scale ocean phenomena, such
as the Kuroshio intrusion in the South China Sea (Lu and
Liu, 2013), and the mesoscale oceanic response to tropical
cyclones (Prakash and Pant, 2017).

In the present study, we explore the influence of reanaly-
sis data errors on the simulation of the current velocity at BK.
Therefore, the chosen model domain covers the tropical and
subtropical Pacific and extends from 10°S to 40°N and 90°E
to 290°E (Fig. 1). The horizontal resolution is 1/2° in both
the zonal and meridional directions, and the vertical direc-
tion is divided into 20 sigma levels. The vertical coordinate
system allows increased resolution near the surface by adjust-
ing the values of the surface control parameter, theta_s, and
the thickness of the surface layer, Tcline. The larger the value
of theta_s, the more the resolution is kept above Tcline (Song
and Haidvogel, 1994). Considering that the Kuroshio exists
in the upper 500 m at BK (Hu et al., 2013; Lien et al., 2015),
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we enhance the vertical resolution of the upper 500 m by set-
ting the parameters as theta_s = 7.0 and Tcline = 500 m. The
model topography is interpolated from the Earth topography
five-minute grid (https://www.ngdc.noaa.gov/mgg/global/
etopo5S.HTML). The initial and boundary conditions are in-
terpolated from NCEP’s Global Ocean Data Assimilation
System (GODAS; Behringer and Xue, 2004), while the
monthly forcing fields, including external wind stress forc-
ing and heat flux, are interpolated from ERA-Interim (Dee et
al., 2011). The fourth-order centered differences are selected
to formulate the advection scheme. The biharmonic scheme
is chosen to parameterize the horizontal mixing process, and
the K-profile scheme is used to parameterize the vertical mix-
ing process, where the horizontal diffusivity and viscosity co-
efficients are 6x 10'° m* s~! and 8 x 10" m* s~!, respec-
tively, and the vertical diffusivity and viscosity coeflicients
are 1.0x 107> m? s™! and 1.0 x 107 m? 57!, respectively.

For the data, in addition to the abovementioned reanal-
ysis products of GODAS and ERA-Interim, some ocean re-
analysis data and air—sea flux reanalysis data are also used
in the present study. For the former, version 2.1.6 of the
Simple Ocean Data Assimilation (SODA; Carton and Giese,
2008) and ECMWEF’s Ocean Reanalysis System (ORA-S3;
Balmaseda et al., 2008) are employed; for the latter, NCEP-
R2 (Kanamitsu et al., 2002) and the Coordinated Ocean-ice
Reference Experiments — Phase IT (CORE.v2; Large and Yea-
ger, 2009) are adopted.

4. Model validation

In the present study, we use ROMS with the configura-
tion shown in section 3 to explore the simulation uncertain-
ties of the current velocity at BK. Therefore, the performance
of ROMS in simulating the BK and even the related North
Pacific should be confirmed first. In addition, the current ve-
locity at BK is strongly modulated by the westward propagat-
ing eddies. These eddies usually come from the Subtropical
Countercurrent region, and baroclinic instability often excites
the occurrence of these eddies (Lien et al., 2014; Zhang et al.,
2017). Thus, the performance of ROMS for simulating baro-
clinic instability in the Subtropical Countercurrent region is
also evaluated.

4.1. Validation for the North Pacific and BK

To investigate the performance of ROMS for the North
Pacific and BK, we integrate the model with the initial con-
dition generated from GODAS (January 1980), the bound-
ary conditions from GODAS and the forcing conditions from
ERA-Interim for the period 1980-2010. During the integra-
tion of ROMS, the total kinetic energy in the model domain
reaches a stable state after one model year (i.e., the year
1980). Then, we evaluate the model integrations from the
subsequent period of 1981 to 2010 to eliminate the initial
adjustment process. The performance of ROMS is assessed
against the monthly mean of the sea surface height (SSH)
anomalies supplied by both the Archiving Validation and In-
terpolation of Satellite Oceanographic Data (AVISO; http://
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www.aviso.altimetry.fr/) and GODAS. By applying EOF
analysis to the monthly mean of the SSH anomalies derived
from the integration of ROMS, AVISO and GODAS, we find
that the first two EOF modes of the simulation of ROMS
are consistent with those in AVISO and GODAS. Specifi-
cally, the first EOF mode exhibits a zonal dipolar pattern
with poles located to the west and east of 180° (Figs. 2a, ¢
and e) and has annual variability (Fig. 2g), while the second
EOF mode presents a meridional tripolar pattern with poles
located at approximately 10°S—5°N, 5°-20°N, and north of
20°N (Figs. 2b, d and f) and shows seasonal variability (Fig.
2h). These results indicate that ROMS can reasonably repro-
duce the SSH anomalies and that it has the ability to simulate
large-scale motion in the model domain.

The simulation of the Kuroshio Current at BK is also as-
sessed. Because there are no long-term continuous obser-
vations at BK, we have to employ the reanalysis data from
GODAS, SODA and ORA-S3 to determine whether ROMS
can adequately simulate Kuroshio Current transport and ve-
locity at BK. The Kuroshio Current transport is calculated by
the northern transport at BK. Figure 3a shows the variations
of the Kuroshio Current transport calculated from GODAS,
ROMS, SODA and ORA-S3. The seasonal variability is dom-
inant in both ROMS and GODAS, while it is not as significant
in SODA and ORA-S3. According to observations and simu-
lations provided by previous studies, the seasonal variability
is the most dominant variability for the BK transports [see
Fig. 4 in Rudnick et al. (2011) for observations; and Fig. 12¢
in Qiu and Lukas (1996) and Kim et al. (2004) for simula-
tions]. Thus, the simulations of both ROMS and GODAS are

O,
son EOF (5}430) 23.3@ 30N
20N =gk 20N
10N = 10N
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consistent with those of previous works. However, the values
of the transports in ROMS are somewhat different from those
in GODAS. Specifically, the Kuroshio Current transports in
ROMS vary between 10 Sv and 30 Sv, while those in GO-
DAS vary between 10 Sv and 50 Sv. Observations have indi-
cated that the annual mean Kuroshio Current transport at BK
is approximately 15 Sv, with fluctuations of 10 Sv [Gordon
et al. (2014) and Fig. 7c in Lien et al. (2014, 2015)]. Obvi-
ously, the Kuroshio Current transport modeled in ROMS is
closer to the observed transport than that in GODAS. In Figs.
3b—e, we plot the climatological meridional velocities at BK
in GODAS, ROMS, SODA and ORA-S3, respectively. It is
shown that ROMS, SODA and ORA-S3 can simulate that the
southward Luzon Undercurrent occurs beneath the northward
Kuroshio Current, while GODAS fails to do that. Moreover,
the Kuroshio Current in ROMS is located in the upper 500 m,
which is the closest to the observation (Hu et al., 2013; Lien
et al., 2015). Compared with GODAS, SODA and ORA-S3,
ROMS captures more features of the current velocity at BK.
Therefore, ROMS is acceptable for investigating the simula-
tion uncertainties in the current velocity at BK induced by
reanalysis errors.

4.2. Validation for the baroclinic instability at the Sub-
tropical Countercurrent region

According to shipboard surveys conducted by the Japan
Meteorological Agency (Kaneko et al., 1998; Nakano et al.,
2005), the Subtropical Countercurrent region possesses a
relatively weak eastward Subtropical Countercurrent within
18°-25°N in the upper 200 m and a westward-flowing North-
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Fig. 2. The first two EOF modes of the Pacific SSH anomalies, which are derived from the data of (a, b) AVISO, (c, d)
GODAS, and (e, f) the output of ROMS. Also shown are the corresponding time series of (g) EOF 1 and (h) EOF 2,

where the time period is 1993-2010.
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Fig. 3. (a) Time-dependent Kuroshio Current transport at BK calculated from GODAS (blue line), ROMS (red
line), SODA (green line) and ORA-S3 (black line), and the climatological meridional velocity (units: m s~!; pos-
itive values indicate the velocity to be northward while the negative ones inmply the velocity to be southward) at
BK derived from (b) GODAS, (c) ROMS, (d) SODA, and (¢) ORA-S3. The relevant time period is 1981-2010.

ern Equatorial Current beneath it [see Fig. 2a in Qiu et al.
(2017)]. Therefore, the Subtropical Countercurrent region

exhibits the strong vertical shear of zonal velocity, which,
together with the relatively weak stratification there, often
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Fig. 4. Vertical structure of the climatological zonal velocity
(shaded; units: m s™') and potential temperature (contours;
units: °C) along 140°E for 1981-2005.

induces baroclinic instability (Qiu, 1999; Qiu and Chen,
2010). This baroclinic instability often enhances westward
propagating eddies that strongly modulate the current veloc-
ity at BK. To address the uncertainties of the current velocity
at BK, it is necessary to examine whether ROMS can capture
this mechanism.

The climatological vertical structure of the zonal velocity
and potential temperature along 140°E in ROMS are plotted
in Fig. 4. It is shown that the eastward Subtropical Counter-
current appears from the surface to the 22°C isotherm within
18°-25°N and that beneath the Subtropical Countercurrent is
the westward Northern Equatorial Current (and that the zonal
velocity below the Northern Equatorial Current is relatively
small). The isotherms within 18°-25°N are sparser than those
in the lower latitudes, which indicates relatively weak strati-
fication in the Subtropical Countercurrent region. Therefore,
the simulated zonal velocities in the 18°-25°N section along
140°E in ROMS present a vertical structure of velocity shear
and stratification similar to those observed along 137°E (Qiu
and Chen, 2010; Qiu et al., 2017).

The 2.5-layer reduced-gravity model describes fluid mo-
tion with two active upper layers and a motionless third layer
and can be used to approximately depict the fluid motion in
the Subtropical Countercurrent region and the related baro-
clinic instability. Therefore, the 2.5-layer reduced-gravity
model can be used to estimate the instability in the Sub-
tropical Countercurrent simulated by ROMS. Using quasi-
geostrophic approximation and linearization, the linear ver-
sion of the potential vorticity equations associated with the
2.5-layer reduced-gravity model can be obtained as follows
(Qiu, 1999; Qiu and Chen, 2010):

Ol O«
— +Ui—+ =0,
ot ox  dy Ox
where g, is the potential vorticity perturbation, U, is the

mean zonal flow of the control run, 77, is the mean poten-
tial vorticity of the control run, and ¢, is the stream func-

0q 0q,

N
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tion perturbation in layer « (k = 1 and 2), ¢ is the time, x
and y are the coordinates of zonal and meridional directions.
We assume that the eastward-flowing Subtropical Counter-
current is the first layer, which extends from the surface to
the 22°C isotherm, and the westward-flowing Northern Equa-
torial Current is the second layer, which extends from the
thermocline to the depth of no motion (i.e., the depth below
which the absolute values of zonal velocities are less than
0.02 m s~!; the layer below the depth of no motion is the sta-
tionary layer. For simplicity, U, is assumed to be constant
and is obtained by taking the average eastward (westward)
velocity in the first (second) layer. In addition, the variables
in Eq. (7) can be expressed as

—1)¥
=Yoo+ SLmo-ae). ®
o, _, (-1F
ay _ﬂ /l% (Ul U2 ’YKUZ) ) (9)
where
= Px—P1
pP3—p2
_ . (10)
/l% = (02 gl)gHK
pOfo

In Eqgs. (8)—(10), H, is the mean thickness of the «th layer;
po is the reference density of seawater, and p, is the mean
density of the seawater in the «th layer; fy is the Coriolis
parameter; and S is the meridional gradient of the Coriolis
parameter. The solution of Eq. (7) has the form of Eq. (11):

¢K — Re(AKe(kx+ly—kCt)i) , (1 1)

where k and [ are wavenumber in zonal and meridional direc-
tions, A, is amplitude of the stream function in the «th layer
and c is phase speed. Substituting Eq. (11) into Eq. (7) and us-
ing Egs. (8)—(10), we can obtain the quadratic equation [Eq.
(12)] for phase speed c, in which A is nontrivial:

P+Q Ihylhy UyP UzQ)
2
_ _ _ _ =0
c (U1+U2 )C+(U1U2+ R R R (12),
where
p=(k+— 1
=K e )
1+
Q:(K2+727)H1y . (13)
R=(k2+ 1Y) (24 L) L
yA2 y6A2) Y254

the total wavenumber K = k% + (% and 6 = H, /H>. Since the
evolving perturbations in the Subtropical Countercurrent re-
gion are distributed zonally, we set the meridional wavenum-
ber [ = 0 to satisfy them. Then, we can obtain the solution of
Eq. (12) with the form ¢ = ¢, + ic;. Equations. (11) and (12)
indicate that the growth rate of the stream function perturba-
tion denoted by Eq. (12) is kc;j. Therefore, the existence of
the imaginary part ¢j of solution ¢ of Eq. (12) indicates that
the concerned region exhibits instability, which, according to
Qiu (1999), represents baroclinic instability.
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Next, we use Eq. (7) to estimate the instability in the
Subtropical Countercurrent region simulated by ROMS. To
do this, Eq. (12) should be solved with the relevant parame-
ters determined by the ROMS output. By using the output of
the ROMS simulation shown in section 5, the parameters in
Eq. (12) are computed by averaging the climatological mean
over the Subtropical Countercurrent region (i.e., 17°-20°N,
130°-150°E) and are listed in Table 1. Using these predeter-
mined parameter values, we obtain the values of the growth
rate kci by Eq. (12) and plot them in Fig. 5 as a function of the
wavenumber k and simulation times from January to Decem-
ber. The values of kc; from January to December illustrate
that they are positive, the maximum appears in March, and
the minimum appears in August. These results indicate that
baroclinic instability exists during the simulation period in
the Subtropical Countercurrent region where eddy-like errors
occur and that this instability is most significant in March,
least significant in August, and presents seasonal variability.
Such seasonal variability of the baroclinic instability agrees
with the result in Qiu (1999), which indicates that ROMS has

Dec L TR SR R R R R R A R 1024
Nov — -
Oct r 0.8
Sep - — 07
Aug — —
g 06
S  Jul -
= 0.5
Jun L
May L 0.4
Apr ‘ - 0.3
Mar — ~ 0.2
Feb - o
Jan e L LA s
1 2 3 4

Wavenumber (10°m™)

Fig. 5. Growth rate kc; values for the perturbations in the region
(17°=20°N, 130°~150°E) as a function of zonal wavenumber k
calculated by Egs. (11) and (12) using the parameters given in
Table 1.
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the capability to simulate the baroclinic instability in the re-
gion of the Subtropical Countercurrent in the observations.

In addition, Fig. 5 shows that kc; depends on the
wavenumber and only has positive values for wavenum-
ber k values ranging from approximately 1.5x 107 m™! to
2.1x 107> m~!. This result indicates that only a perturbation
with a wavelength (which can be calculated by 2r/k) rang-
ing from 299 km to 419 km can be amplified due to baro-
clinic instability. Furthermore, we can obtain the wavelength
of the fastest-growing perturbation by estimating the maxi-
mum positive kc; value. Such wavelengths range from 355
km to 359 km (see Table 1). For convenience, we regard these
wavelengths as the most unstable wavelengths.

5. Simulation uncertainties of the current ve-
locity at BK caused by initial, boundary and
forcing errors

As shown in section 4, with the given configuration
ROMS can simulate the essential features of the current ve-
locity at BK, large-scale SSH anomalies in the model domain
and baroclinic instability in the Subtropical Countercurrent
region. Therefore, we can assume that ROMS is perfect. Un-
der the perfect model assumption, we explore the simulation
uncertainties of the current velocity at BK induced by initial,
boundary and forcing errors.

Starting on 1 January 1980, we integrate ROMS with the
given configuration and obtain 25 one-year control runs for
the period 1981-2005. These 25 control runs can be regarded
as “true states”, and their perturbed simulations can be ob-
tained by integrating ROMS with other configurations of ini-
tial or boundary conditions or forcing fields derived by super-
imposing errors on the given configuration. The other con-
figurations, compared with the given configuration, can be
thought of as perturbed ones of the given configuration, and
obviously, the perturbations (or errors) superimposed on the
given configuration are described by the differences between
reanalysis datasets in the given configuration and other ones.
Furthermore, these errors can be called “reanalysis errors”
because the control runs with the given configuration are re-
garded as “true states”.

Table 1. Parameter values in Eq. (12) and the most unstable wavelength. The parameters are derived from the climatological mean for the

period 1981-2005 and the most unstable wavelength is obtained from Eq. (12) (the units for Uy, H, and p, are m s~

respectively, while those for the most unstable wavelength is km).

1 3

, m, and kg m™,

Parameter Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Ui 0.010  0.007 0.006  0.008 0.012  0.015 0.016 0.016  0.014 0.012  0.011 0.011
U, -0.037 -0.041 -0.043 -0.040 -0.035 -0.031 -0.028 -0.025 -0.024 -0.029 -0.032 -0.036
H 2139  208.6 193.8 205.7 215.1 225.1 232.1 237.1 223.7 2212 2183 215.1
H> 334.5 349.2 3525 345.6 326.0 307.8 282.3 2710  268.6 2862 3083 320.7
01 23500 23.600c 23.690 23.60c 23420 23270 23.140c 23.0lc 23.1200 23200 23310 23420
02 25710 25730 25.750 257000 25.630c 25.580 25.520 25490 25520 25570 25.6200 25.670
03 27300 27320 27290 27260 27240 27230 27.190 27180 27.160 27.190 27230 27260
Most unstable 359 359 355 357 359 357 355 355 355 357 359 359

wavelength
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Since the simulations of the current velocity at BK are
of concern in the present study, we focus on the roles of the
errors of dynamically correlated SSH and zonal and merid-
ional velocity in the initial and boundary conditions, as well
as those of zonal and meridional wind stress in the forcing
fields. The errors of these fields, as mentioned in the previ-
ous paragraph, are defined as the differences of the relevant
fields between reanalysis datasets in the given configuration
and other ones. We superimpose each of these (analysis) er-
rors on the control runs and integrate ROMS to obtain the
perturbed simulations. By comparing these perturbed sim-
ulations with the control runs, we can identify which errors
yield much larger simulation uncertainties of the current ve-
locity at BK. Specifically, the initial errors are obtained by
subtracting the relevant fields in GODAS for every January in
1981-2005 from those in SODA and ORA-S3; the boundary
condition errors are derived by subtracting the related fields
in GODAS for 1981-2005 from those in SODA and ORA-
S3; and the wind forcing errors are generated by subtracting
the wind stress in ERA-Interim for 1981-2005 from those
in NCEP-R2 and CORE.v2. All the data mentioned above
are interpolated based on the grid configuration of the control
runs before conducting the subtraction. For each variable,
we can obtain two groups of error samples for initial and
boundary conditions and forcing fields. Then, a total of 50
perturbed simulations (two groups of error samples X25 true
states) can be obtained. The simulation errors of the current
velocity at BK are measured by

Brror(t) = [V @ip(®) = Veaip®O
d,i,j

(14)

where v 4, j) and vs (4 j) represents the meridional velocity
in the control run (represented by subscript ¢) and the per-
turbed simulation of control run (represented by subscript s)
at grid point (d, i, j), which is characterized by coordinates of
depth, longitude and latitude; ¢ represents time. The simu-
lation errors of the current velocity at BK are calculated at
the section located at (18°N, 122°-124°E), which covers the
range of the Kuroshio Current at BK in both the observations
(Qu et al., 1998; Wang and Hu, 2012; Wang et al., 2015) and
the ROMS simulation (Fig. 3c).

To illustrate the error that leads to the largest simulation
uncertainties in the current velocity at BK, we perturb the
components of the initial, boundary and forcing fields by us-
ing the given error samples (see previous paragraph) and esti-
mate the simulation uncertainties caused by them, where the
simulation uncertainties are estimated by Eq. (14).

The evolution of simulation uncertainties and the box-
and-whisker plot of the simulation uncertainties are presented
in Fig. 6. It is shown that the simulation uncertainties caused
by the errors in concerned components do not have signifi-
cant differences from each other before May. However, after
May, the simulation uncertainties caused by the wind stress
errors, especially the zonal wind stress errors, grow rapidly
and tend to be obviously greater than those caused by initial
and boundary errors (see Fig. 6a). In addition, the box-and-
whisker plots in Figs. 6b and c indicate that most of the con-
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trol runs show much larger simulation errors not only in De-
cember (i.e., the final time of the simulation period) but also
in the annual mean when they are disturbed by zonal wind
stress errors. In conclusion, zonal wind stress errors tend to
cause much larger simulation uncertainties for most of the
control runs and therefore need to be preferentially corrected
to greatly improve the simulation accuracy of the current ve-
locity at BK.

6. The zonal wind stress errors significantly
disturb the current velocity at BK

Since the zonal wind stress errors tend to cause more con-
siderable simulation uncertainties in the current velocity at
BK, reducing the zonal wind stress errors may provide an ef-
ficient way to improve the simulation accuracy of the current
velocity at BK. It has been suggested that conducting targeted
observations in some specific regions and assimilating them
to the model can reduce the errors in the zonal stress forcing
field and greatly improve a simulation with limited observa-
tions (see the introduction). The key to targeted observation is
to determine the areas where the additional observations are
preferentially employed, i.e., the sensitive areas for target-
ing, which are often identified by the region where the most
disturbing error has large values. As such, to effectively re-
duce the zonal wind stress errors by assimilating the targeted
observations, we should first find the most disturbing zonal
wind stress error and, according to the region where the large
errors concentrate, determine the sensitive areas for the sim-
ulation of the current velocity at BK. In actuality, the NFSV
approach has been suggested to calculate the most disturbing
forcing errors (see section 2). Nevertheless, since the present
study focuses on the effect of reanalysis errors (as derived
from available reanalysis datasets) on the simulation of cur-
rent velocity at BK, the NFSV (i.e., the most disturbing forc-
ing errors) here should be identified from the analysis error
samples (see section 5; for convenience, we denote the set
consisting of these error samples as “E”). That is, the con-
straint condition of the tendency errors € in Eq. (5) should
make the tendency errors belong to the set E. Section 5 has
shown that the zonal wind stress forcing errors, compared
with initial and boundary errors, cause much larger simula-
tion uncertainties for most of the control runs. Then, we can
use Eq. (5) and particularly establish the optimization prob-
lem for computing the most disturbing zonal wind stress er-
ror:

Je, = maxecgl|Mr,6(Bo) — M7 (Bo)llc » 15)

where the constraint condition is particularly prescribed as
€ € E, and the other denotations are the same as in Eq. (5).
To solve the NFSV, the gradient of the related objective
function with respect to the tendency error plays an impor-
tant role in the solution procedure and is obtained with the
help of the adjoint method (Duan and Zhou, 2013). The ad-
joint module requires large amounts of computing resources
and time. However, the present study only considers the re-
analysis errors derived from the available reanalysis datasets.
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Fig. 6. (a) Evolution of the simulation uncertainties in the current velocity at BK caused by ini-
tial errors (blue lines), boundary errors (red lines) and external wind stress forcing errors (purple
lines). The simulation uncertainties are averaged for the 25 control runs. Box-and-whisker plot
of (b) the simulation uncertainties in December and (c) the annual means of the simulation un-
certainties with respect to the 50 perturbed simulations (2 X 25 control runs) caused by initial
errors (blue boxes), boundary errors (red boxes) and wind stress forcing errors (purple boxes).
The parameters z_ini, v_ini, and u_ini represent the SSH, meridional velocity, and zonal veloc-
ity components of the initial errors, respectively; z_bry, v_bry, and u_bry represent the SSH,
meridional velocity and zonal velocity components of the boundary errors, respectively; and
v_ws and u_ws represent the meridional and zonal components of the wind stress forcing errors,

respectively.

Therefore, we can introduce an ensemble-based approach to
compute the NFSV more efliciently. Specifically, by compar-
ing the simulation errors caused by the forcing error samples
in E, we select the forcing error that causes the largest simu-
lation error as an approximation of the NFSV. Of course, we
must acknowledge that the error samples in the ensemble-
based method are hardly ergodic and that the resultant NFSV
depends on error samples and may not be the exact NFSV in
Eq. (5) mathematically. Nevertheless, this result is the NFSV
in Eq. (15). Therefore, for the sake of convenience, we denote
the NFSV of zonal wind stress errors as “NFSV-like errors”.

To determine the NFSV-like errors, it is reasonable to take
the differences between different reanalysis products as error
samples for calculating the NFSV-like errors. In the present
study, we take error samples from the differences between
pairs of available ERA-Interim, NCEP-R2 and CORE.v2
monthly values during the period 1981-2005, which com-
prise 900 error samples (3 X 25 years X 12 months). To extract
the dominant structures of the 900 error samples, we apply
EOF analysis to them and obtain the first 18 EOF patterns
(which can explain over 90% of the variance of the total sam-

ples). We denote these EOF patterns and their negative phases
as p;,j(m), with m = 1,2,3,...,36, where i and j are coordi-
nates corresponding to longitude and latitude, respectively.
For m =1,2,3,...,18, the EOF patterns of the error samples
correspond to EOF 1, EOF 2, EOF 3, ..., EOF 18, while for
m=19,20,...,36, they correspond to the patterns of the neg-
ative phases of EOF 1, EOF 2, EOF 3, ..., EOF 18. We scale
P} (m) by (P scare(m) = ap, (m)/ 1P} (), where the norm

Ip; (m)ll = [0 P, (m)?, and @ = 7.49 N> m™* is the scale

factor, which is the mean magnitude of the 900 zonal wind
stress error samples. The magnitude of the zonal wind stress
error is calculated by the norm of the error sample. The er-
ror samples (plf’j)scale(m) belong to set E in Eq. (15). The 36
members of E describe the main structures of the 900 error
samples and are sufficiently diverse to estimate the uncertain-
ties in the zonal wind stress errors.

The 25 control runs obtained in section 5 are employed
as true states to be simulated. The members of E are super-
imposed on each of the 25 control runs to obtain 900 per-
turbed simulations (36 members X25 control runs). Based on
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these 900 perturbed simulations, we attempt to determine the
NFSV-like zonal wind stress errors by estimating the simula-
tion errors caused by the 36 error samples. We plot the evo-
lution of the simulation errors and the box-and-whisker plot
of the simulation errors in Fig. 7. This figure shows that the
zonal wind stress errors of the pattern of EOF 13 and its oppo-
site pattern tend to cause much larger simulation errors than
those of other EOF patterns (see Fig. 7a). Furthermore, Figs.
7b and ¢ show that such zonal wind stress errors, compared
with those of the other EOF patterns, tend to cause most of
the 25 control runs to have larger simulation errors. Thus, the
zonal wind stress errors of the EOF 13 pattern and its oppo-
site pattern have a more significant effect on the simulation
uncertainties of the current velocity at BK and represent the
NFSV-like zonal wind stress errors of the current velocity at
BK.

0.50
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The NFSV-like zonal wind stress errors of EOF 13 and
its opposite pattern share one EOF mode but different growth
behaviors (see section 7). To distinguish their differences and
facilitate this description, we particularly denote the NFSV-
like errors with the patterns of EOF 13 and its negative phase
as type-1 and -2 errors, respectively. A type-1 error possesses
a zonal wind stress error pattern with positive anomalies cov-
ering two bands (0°—15°N and 25°-40°N) across the Pacific
basin and negative anomalies occurring in the region between
the two bands, i.e., the band of 15°-25°N across the Pacific
basin (see Fig. 8, upper panel). A type-2 error exhibits a pat-
tern similar to those of type-1 errors but with opposite signs
(see Fig. 8, lower panel). However, why do the type-1 and
-2 errors induce large simulation uncertainties in the current
velocity at BK? What mechanism is responsible for their evo-
lution? We will address these questions in the next section.
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Fig. 7. (a) Evolution of the simulation errors in the current velocity at BK caused by the rescaled
error samples in E with the EOF patterns (red lines) and their negative patterns (blue lines); the
two bold lines represent the simulation errors caused by the error samples with the pattern of
EOF 13 (red bold line) and its negative pattern (blue bold line), where the simulation errors are
averaged for the 25 control runs. (b) Box-whisker plot of the simulation errors in December
caused by the error samples of the EOF patterns with respect to the 25 control runs, where the
red box represents that of the simulation error caused by the error sample with the pattern of
EOF 13. (c) As in (b), but for the error samples with negative EOF patterns; furthermore, the
blue box represents the simulation error caused by the error sample with the negative pattern of

EOF 13.
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Fig. 8. Type-1 and -2 zonal wind stress errors (units: N m™2).

7. Mechanisms responsible for the evolution of
type-1 and -2 zonal wind stress errors

The evolutionary behavior of the simulation uncertainties
caused by the two types of NFSV-like zonal wind stress errors
is traced by calculating the annual mean simulation errors and
time-dependent simulation errors along 18°N for each control
run. Since similar results are obtained for the 25 control runs,
we only take the control run of the year 1993 as an example to
describe the results for simplicity. Figure 9 shows the corre-
sponding SSH and depth-integrated current velocity compo-
nents of the simulation errors induced by type-1 and -2 errors.
It is shown that the SSH errors, influenced by a type-1 (type-
2) error, present a large-scale pattern with negative (positive)
anomalies in 10°-20°N. The negative (positive) SSH error
in 10°-20°N certainly corresponds to a current velocity er-
ror with the cyclonic (anticyclonic) circulation pattern. BK
is located at the western boundary of the cyclonic (anticy-
clonic) circulation; thus, the current velocity errors at BK
present negative (positive) anomalies with the effect of type-1
(type-2) errors. It is also worth noting that, in addition to the
large-scale cyclonic (anticyclonic) SSH and depth-integrated
current velocity errors, mesoscale eddy-like SSH errors ex-
ist around the latitude of BK (i.e., 18°N); specifically, in the
region west of 150°E. To illustrate the evolution of the dom-
inant errors in the region, we analyze the power spectrum
of the simulation errors in the relative vorticity of sea sur-
face velocity caused by type-1 and -2 errors and find that the
power spectrum shows the peak at a period of 40-60 days (not
shown). Filtering the simulation errors in the relative vortic-
ity of sea surface velocity within a period of 40-60 days, we
plot the time-dependent bandpass filter simulation errors in
Fig. 10. The eddy-like structures can be clearly seen in Fig.
10, which is consistent with what is shown in Fig. 9. These

eddy-like errors initially appear in February east of 150°E;
they then propagate westwards and are simultaneously am-
plified before they finally accumulate at the western boundary
and perturb the current velocity at BK (Fig. 10).

The above discussion suggests that the current velocity
errors at BK caused by type-1 and -2 errors mainly result
from the combined effects of large-scale velocity errors and
mesoscale eddy-like velocity errors. Therefore, to address
the influences of type-1 and -2 errors on the current veloc-
ity at BK, it is necessary to explore how type-1 and -2 er-
rors induce the above large-scale velocity errors with circula-
tion structures and what is the mechanism responsible for the
mesoscale velocity errors with eddy-like structures.

It is well known that the interior of the North Pacific
Subtropical Gyre, whose western boundary current is the
Kuroshio, satisfies the Sverdrup relation, as described in Eq.
(16) (Hautala et al., 1994; Jiang et al., 2006):

1
BV = —curlr,
PO

(16)

where V is the vertically integrated meridional volume trans-
port; po = 1025.0 kg m™ is the reference density; 7 is the
wind stress; and S is the meridional gradient of the Corio-
lis parameter. The Sverdrup relation suggests that the curl,
rather than the magnitude, of the wind stress controls the
meridional transport and therefore drives the general circula-
tion in the subtropical North Pacific. The Sverdrup relation
is no longer applicable at the western boundary because of
dissipation, but the transport of the western boundary current
can be regarded as compensating for the total interior merid-
ional transport calculated from the Sverdrup relation (Stom-
mel, 1948). Specifically, the transport of the western bound-
ary current flows poleward (equatorward), while the total
transport in the ocean interior flows equatorward (poleward).
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Fig. 9. Annual mean SSH (shaded; units: m) and depth-integrated velocity (vectors; units:
m s~1) components of simulation errors induced by type-1 and -2 errors for the control run of
1993 and the curl of zonal wind stress error (contours; units: 1078 N m™3) of type-1 and -2
errors. The blue dashed contours represent negative values, the yellow solid lines represent
positive values, and the gray lines represent zero lines. The contour interval is 2x 1078 N m~3.
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Fig. 10. The bandpass filter simulation errors in the relative vor-
ticity of sea surface velocity caused by type-1 and -2 errors,
which is calculated along 18°N for the control run of 1993 and
filtered within the period of 40-60 days.

The fact that the motion of the subtropical North Pacific inte-
rior satisfies the Sverdrup relation encourages us to hypothe-
size that the meridional transport errors induced by the type-1
and -2 errors satisfy a mechanism similar to the Sverdrup re-
lation. We confirm this mechanism by comparing the merid-
ional volume transport errors (along the 18°N section) cal-
culated by the meridional velocity error induced by the two
types of NFSV-like errors and the Sverdrup relation. To facil-
itate this description, we hereafter refer to meridional volume
transport as meridional transport. Specifically, we adopt Eq.

(17) to obtain the meridional transport errors induced by the
NFSV-like errors and use Eq. (18) to obtain those from the
Sverdrup relation:

v

Glu) = fi j/; V'recospdAdz , (17)
1 A

G, () = IB—pO L curlt’recospdA , (18)

where V' is the meridional velocity error; 7’ is the wind stress
error; A is the longitude of the eastern boundary; A is the
longitude of the western end point of the integration, which
has values ranging from 250°E to 130°E; r. = 6.371 x 10® m
is the radius of the Earth; ¢ = 18°N is the latitude; and D
is the depth of the wind-driven layer. Hautala et al. (1994)
demonstrated that depth-integrated geostrophic transport is
not sensitive to the choice of D by comparing D = 1000 m
with D = 3000 m. Here, we choose the mean of these two val-
ues of D, i.e., D = 2000 m, for the calculation in the present
study.

The meridional transport error G;ea](/l) induced by the
type-1 and -2 errors is calculated using Eq. (17) for each per-
turbed simulation, and the annual mean is taken, while the
corresponding Sverdrup transport error G, (1) is calculated
using Eq. (18). Figure 11 shows that the meridional trans-
port errors G, (4) are positive for type-1 errors, negative
for type-2 errors and in good agreement with the Sverdrup-
related meridional transport errors Gy, (I') at most longitudes
along the 18°N section. Therefore, the meridional transport
error G/ (4) in the oceanic interior induced by type-1 and -2
errors can be approximated by the Sverdrup transport error
G,(A). This indicates that the curl, rather than the magni-
tude, of the wind stress errors controls the meridional trans-
porterrors in the 18°N section. That is, the positive (negative)
meridional transport error in the oceanic interior induced by a
type-1 (type-2) error is caused by the positive (negative) curl
of the type-1 (type-2) error at the 18°N section. The BK is
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located at the western boundary of the Pacific. Hence, the
type-1 (type-2) error-related meridional transport error at BK
can be regarded as a compensation of the meridional trans-
port error in the oceanic interior. Connected with the positive
(negative) meridional transport error in the oceanic interior
induced by a type-1 (type-2) error, that error induced by the
type-1 (type-2) error at BK is therefore negative (positive).
This point is also illustrated in Fig. 9. It is shown that the
positive (negative) wind stress curl in 10°-20°N across the
Pacific basin of the type-1 (type-2) error leads to a negative
(positive) SSH anomaly, which results in a (an) cyclonic (an-
ticyclonic) circulation and thus a positive (negative) transport
anomaly in the ocean interior, whereas a negative (positive)
transport anomaly occurs at the western boundary and conse-
quently leads to negative (positive) current velocity errors at
BK.

We also show that the mesoscale eddy-like velocity er-
rors in the region west of 150°E (near the BK) propagate
westward and are simultaneously amplified. Generally, the
existence and amplification of velocity errors with eddy-like
structures are features of the instability of the concerned
flows. These eddy-like errors appear at approximately 18°N,
west of 150°E, which is in the region of the Subtropical
Countercurrent. According to previous studies (Lien et al.,
2014; Zhang et al., 2017), the westward propagating eddies in
the Subtropical Countercurrent are generated due to the baro-
clinic instability of this region. In fact, we have shown that
the Subtropical Countercurrent simulated by ROMS presents
baroclinic instability similar to that in observations (see sec-
tion 4.2); furthermore, the instability prefers to amplify the
perturbation with a wavelength ranging from 299 km to 419
km, with the most unstable wavelength being approximately
355 km. Generally, the error with the most unstable wave-
length grows fastest and will dominate the evolution. By
estimating the wavelength of the eddy-like error caused by
the type-1 and -2 zonal wind stress errors, there are approxi-
mately three eddies presenting in 10 degrees of longitude (see
Fig. 10), which means that the wavelength of the eddy-like

errors (blue) for the 25 control runs.

errors is approximately 360 km and approximates the most
unstable wavelength (355 km) of the baroclinic instability.
That is, the dominant wavelength of the eddy-like errors in-
duced by type-1 and -2 errors is close to the most unstable
wavelength induced by the baroclinic instability. Therefore,
we believe that baroclinic instability is the mechanism re-
sponsible for the amplification of eddy-like errors.

8. Implications of targeted observation for the

simulation of the current velocity at BK

In section 5, it is demonstrated that the zonal wind stress
error has the greatest impact on the simulation uncertainties
in the current velocity at BK among all eight components
of concern here. We obtain two types of NFSV-like errors,
which significantly disturb the simulation of the current ve-
locity at BK (see section 6). Furthermore, we explore the
mechanism responsible for the evolution of simulation errors
caused by NFSV-like errors (see section 7). We show that
the curl of the NFSV-like zonal wind stress errors in 10°—
20°N has great influence on the simulation uncertainties in
current velocity at the same latitudinal band and thus induces
the simulation uncertainties at BK. Especially in the 18°N
section, the current velocity error west of 150°E induced by
the NFSV-like errors propagates westward and grows with
the eddy-like structure because of the baroclinic instability.
It seems that the errors outside of 10°-20°N have nothing to
do with the simulation uncertainties in the current velocity at
BK.

The most disturbing errors can provide useful information
on the sensitive areas for targeted observations. Although the
NFS V-like errors here cannot equal the exact NFSV in Eq. (5)
mathematically, and are not the most disturbing errors, they,
compared with the error samples in E, have a more significant
effect on the simulation of current velocity at BK. That is, the
simulation uncertainties of current velocity at BK are signif-
icantly sensitive to the NFSV-like errors. Then, the sensitive
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areas determined by these errors are certainly important for
the targeted observations associated with the improvement in
the simulation accuracy of the current velocity at BK. Previ-
ous studies have suggested that the regions where the most
disturbing errors have a large value can be identified as po-
tential sensitive areas for targeted observations, and reducing
the errors in the sensitive areas results in great improvement
in the simulation (or prediction) of the related events (Yu et
al., 2012; Duan and Hu, 2016; Zhang et al., 2017; also see
the introduction). Thus, the potential sensitive areas for tar-
geted observation of the current velocity at BK can be de-
termined in the 10°-20°N latitudinal band by identifying the
regions where the curl of the NFSV-like wind stress errors
is large. However, it is worth noting that the curl of the wind
stress error near the eastern boundary in the latitudinal band is
large but far away from BK (see Fig. 9). Considering that the
phase speed of the western-propagating Rossby waves along
18°N is only approximately 0.09 m s~! (Chelton and Schlax,
1996), it is conceivable that the wind stress error near the
eastern boundary can hardly reach the western boundary dur-
ing the one-year simulation and thus contributes little to the
simulation uncertainties at BK. For identifying the sensitive
areas for targeted observation of the current velocity at BK,
the eastern boundary of the 10°~20°N latitudinal band can be
ignored. We denote the region in the 10°-20°N latitudinal
band extending from the western boundary to 110°W as the
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identified in this region.

To determine the potential sensitive areas, we prescribe
an error curl value 5. If the curl of the wind stress errors on
spatial grids is larger than 7, the corresponding grids can be
regarded as those where the additional observations should be
deployed, i.e., the sensitive areas for targeted observations.
Therefore, the values of 1 determine the size of the sensitive
area. We select values of n and make the number of grid
points in the sensitive areas represent 2%, 4%, ..., 20% of
the total number of grid points in Band-A. Then, we obtain
10 potential sensitive areas that are denoted as BA_2, BA 4,
BA_6, ..., BA20 (see Fig. 12). The improvements in the
simulation accuracy of the current velocity at BK are esti-
mated when the wind stress errors are removed in the poten-
tial sensitive areas. Specifically, we remove the wind stress
error within the 10 sensitive areas from the type-1 and -2 er-
rors and obtain 20 updated zonal wind stress errors. These
updated zonal wind stress errors are then superimposed on
each of the 25 control runs, and a total of 500 improved
simulations are obtained. The 500 improved simulations are
compared with the simulations perturbed by the type-1 and
-2 errors, and the improvement in the simulation accuracy
of the 25 control runs can be calculated using the formula
Improvement = (I'y — L'y rm_y)/(I's) X 100%, where o = 1,2
and denotes the types of NFSV-like errors; ¢ = 1,2,...,10
and represents the 10 potential sensitive areas BA_2, BA 4,

“Band-A” region. Then, the potential sensitive area can be BA_6, ..., BA_20; I, is the annual mean of the simulation er-
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Fig. 12. Ten potential sensitive areas (dotted areas), which are denoted as BA_2, BA 4, ..., BA 20 in the text.
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ror induced by a type-o error; and I _y is the annual mean
of the simulation error induced by a type-o error but with the
wind stress error in the yth sensitive area being removed. For
each sensitive area, we can obtain 50 improved simulations
(2 x 25 control runs) with the wind stress error in the sensi-
tive areas being removed from the type-1 and -2 errors, and
we use these simulations to characterize the improvement in
the simulation accuracy of the current velocity at BK.

The box-and-whisker plot of these improvements is pre-
sented in Fig. 13. This figure shows that most simulation ac-
curacies of the current velocity at BK can be improved by
approximately 20% when removing the wind stress error in
the sensitive area BA_2. When the size of the sensitive area
increases to that of BA_4, the improvement in the simulation
accuracy can reach approximately 40%. However, when the
sizes of the sensitive areas continue to increase from BA 4 to
BA_20, the improvements in the simulation accuracy remain
at approximately 40%. This result indicates that deploying
observations in the sensitive area BA_4 can increase the sim-
ulation accuracy of the current velocity at BK to the greatest
extent, with the lowest cost. Therefore, the BA_4 region (see
Fig. 12) represents the sensitive area for target observations
associated with the simulation of the current velocity at BK.
That is, one should preferentially deploy observations of the
wind stress in the BA_4 region and assimilate them into the
model to improve the accuracy of the external wind stress
forcing and thus the simulation accuracy of the current ve-
locity at BK.

As shown in Fig. 12, the BA _4 region mainly covers two
areas. Both areas are located within the same latitudinal band,
from 15°N to 20°N, but at different longitudes. The western
area is located between the western boundary and the merid-
ian of 130°E (which is near the BK). Obviously, the wind
stress errors in that area locally influence the current veloc-
ity at BK. The eastern area is located from 140°E to 150°E.
According to the results in section 7, the mesoscale eddy-like
velocity errors breed there and are propagated to BK, finally
perturbing the current velocity at BK. Obviously, the eastern
area of the BA_4 region emphasizes the importance of the
eddy-like errors in the simulation uncertainties in the current
velocity at BK. Therefore, the reduction of the wind stress
errors in the BA_4 region can significantly decrease both the
wind stress errors influencing the BK locally and those in-
fluencing the BK by western-propagating eddy-like errors.
Therefore, these two areas in the BA_4 region represent the
sensitive areas for the targeted observations of external wind
forcing associated with the simulation of the current velocity
at BK. The determination of the sensitive area BA_4 also sug-
gests that the additional observations near the eastern bound-
ary contribute little to improving the simulation accuracy of
the current velocity at BK and indicates that the wind stress
errors located at the eastern boundary have little influence on
the simulation errors in the current velocity at BK, which em-
phasizes that the exclusion of the eastern boundary with large
wind stress errors from Band-A is feasible when determining
the sensitive areas.
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Fig. 13. Box-and-whisker plot of the improvement in the sim-
ulation accuracy of the current velocity at BK with respect to
the 50 improved simulations (2 X 25 control runs) after remov-
ing the wind stress error in the sensitive areas of BA_2, BA 4,
..., BA20 from type-1 and type-2 errors, where the simula-
tion accuracy is measured by the extent of the reduction of the
simulation errors.

9. Summary and discussion

In this study, we use ROMS to investigate the simulation
uncertainties in the current velocity at BK induced by reanal-
ysis errors under the perfect model assumption. Estimating
the simulation uncertainties induced by the initial, boundary
and forcing errors derived from different reanalysis datasets
reveals that wind stress errors, especially zonal wind stress er-
rors, induce the largest simulation uncertainties in the current
velocity at BK, which indicates that the observations of zonal
wind stress should be preferentially obtained to improve the
simulation accuracy of the current velocity at BK.

Considering the large expenses associated with obtaining
field observations throughout the entire ocean, the present
study extends targeted observation to improve the initial-
ization of numerical models to determine the observations
needed to reduce the errors in external wind stress forcing
in the simulations of the current velocity at BK.

Using an ensemble-based method, the zonal wind stress
errors that significantly disturb the current velocity at BK are
revealed based on a group of error samples derived from re-
analysis datasets by the NFSV approach, and two types of
NFSV-like zonal wind stress errors are found to cause the
largest simulation uncertainties in the current velocity at BK.
The type-1 error exhibits a pattern of positive anomalies cov-
ering the two zonal bands of 0°~15°N and 25°—40°N in the
Pacific Ocean, with negative anomalies appearing between
these two bands. The type-2 error exhibits a pattern similar
to that of the type-1 error but with opposite sign. These two
types of errors possess one dominant EOF mode but cause
negative and positive errors, respectively, in the current ve-
locity at BK in one-year simulations. Exploring the evolution
of the simulation errors caused by the NFSV-like errors re-
veals that these simulation errors result from the combined
effects of large-scale circulation errors and mesoscale eddy-
like velocity errors induced by type-1 and -2 errors. The
large-scale circulation errors emphasize the role of the curl
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of the wind stress error induced by the type-1 and -2 errors
in yielding simulation uncertainties. Specifically, the type-1
(type-2) zonal wind stress errors induce positive (negative)
curls of wind stress within the band of 10°~20°N across the
Pacific basin, which then excite a large-scale negative (posi-
tive) SSH anomaly and an anomalous cyclonic (anticyclonic)
circulation there. The anomalous cyclonic (anticyclonic) cir-
culation results in positive (negative) transport in the ocean
interior but negative (positive) transport at the western bound-
ary. Then, the current velocity at BK located at the west-
ern boundary is perturbed by a negative (positive) velocity
anomaly, indicating a negative (positive) error occurring in
the current velocity at BK. The mesoscale eddy-like velocity
errors induced by the type-1 and -2 errors are located near
the latitude of BK (i.e., 18°N) and perturb the current ve-
locity there. The eddy-like errors appear in the region west
of 150°E, propagate westward with amplified intensities and
finally accumulate at the western boundary to perturb the cur-
rent velocity at BK. The baroclinic instability induced by the
Subtropical Countercurrent and Northern Equatorial Current
is responsible for the existence and amplification of eddy-like
errors, which is analogous to the mechanism of the generation
of mesoscale eddies.

The above results indicate that the curl of the wind stress
error influences the current velocity at BK. Particularly, the
large curl values of the type-1 and -2 errors that are located
within Band-A (i.e., the region along 10°-20°N and from the
western boundary to 110°W) contribute most to the simula-
tion errors in the current velocity at BK. This indicates that
the sensitive area for targeted observations associated with
the simulation of the current velocity at BK may be located
in Band-A. Experiments revealed that two sensitive areas ex-
ist in Band-A: one covers the region along 15°N-20°N but
extends from BK to the west of 130°E, and the other is lo-
cated in the region along 15°-20°N but extends from 140°—
150°E. The wind stress errors in the former area locally influ-
ence the current velocity at BK, while those in the latter area
tend to induce eddy-like errors that are subsequently propa-
gated to BK and influence the current velocity there. There-
fore, the additional observations in these two areas can not
only reduce the wind stress errors locally influencing BK but
also decrease those of the western-propagating eddy-like er-
rors, thus efficiently improving the simulation accuracy for
the BK velocity. These two areas may represent the sensitive
areas for targeted observations associated with the simulation
of the current velocity at BK.

The above results show that one of the sensitive areas
breeds the eddy-like errors induced by the external wind
stress forcing and emphasize the importance of the eddy-like
errors in yielding the simulation uncertainties in the current
velocity at BK. This suggests that reducing the eddy-like er-
rors in this area may greatly decrease the simulation errors
in the current velocity at BK, which also sheds light on the
non-negligible role of mesoscale processes in the Kuroshio
Current. Of course, this also reflects the importance of us-
ing fine-grid observations to reduce eddy-like errors and thus
to improve the simulation accuracy of the current velocity at
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BK. However, obtaining fine-grid observations is challeng-
ing. It is thus expected that an efficient observational strategy
can be designed to address this challenge.

In the present study, we consider the simulation uncer-
tainties caused by reanalysis data errors. We consult the
NFSV approach and identify the disturbing constant zonal
wind stress errors to the current velocity at BK by an
ensemble-based method (Duan et al., 2009; Duan and Wei,
2013; Duan and Zhou, 2013; Duan and Hu, 2016). Here, this
method is assumed to make the ensemble samples sufficiently
diversified to represent all possible zonal wind stress errors,
such that the characteristics of the theoretical NFSV can be
captured by the NFSV-like errors. However, this assumption
is not necessarily true. Hence, a more effective algorithm
should be developed to compute the theoretical NFSV, and
the results shown in the present study can be further investi-
gated. Moreover, the NFSV-like errors and the sensitive areas
identified in the present study are dependent on ROMS with
a certain configuration. Whether the results we obtained de-
pend on the simulation system needs to be explored in future
studies. Finally, the disturbing wind stress errors here are as-
sumed to be time-independent of the current velocity at BK.
This assumption is too strong, and it is necessary to inves-
tigate the effect of time-dependent wind stress errors on the
current velocity at BK.
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